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IMAGE CAPTURING APPARATUS,
CONTROL METHOD THEREOF, AND
STORAGE MEDIUM

BACKGROUND OF THE INVENTION

Field of the Invention

[0001] The present invention relates to an image capturing
apparatus such as a digital camera.

Description of the Related Art

[0002] There has been proposed an image capturing appa-
ratus capable of dividing an exit pupil of an image capturing
lens into a plurality of pupil regions and simultaneously
capturing a plurality of parallax images corresponding to the
divided pupil regions.

[0003] Japanese Patent No. 6116301 discloses an image
capturing apparatus using a two-dimensional image sensor
in which one microlens and a photoelectric converter
divided into two are formed in one pixel. The divided
photoelectric converter is configured to receive light from
different pupil partial regions of an exit pupil of an image
capturing lens via one microlens, and performs pupil divi-
sion. A plurality of parallax images corresponding to the
divided pupil partial regions can be generated from the
respective signals received by the divided photoelectric
converters.

[0004] Japanese Patent No. 5917125 proposes an image
processing apparatus that acquires a plurality of parallax
images from a pixel group divided into a plurality of pixels
in the horizontal direction and the vertical direction. A
standard display apparatus for two-dimensional images can
be used to stercoscopically display a plurality of acquired
parallax images without reducing convenience.

[0005] However, Japanese Patent No. 6116301 is a con-
figuration in which a pixel group is divided only in one
direction and does not disclose a method in which a hori-
zontal parallax and a vertical parallax are simultaneously
acquired using the pixel group. In Japanese Patent No.
5917125, the parallax in the horizontal direction and the
parallax in the vertical direction can be simultaneously
acquired by using the pixel groups divided in the horizontal
direction and the vertical direction, respectively. In order to
realize a pixel group divided in the horizontal direction and
the vertical direction without changing the pixel density, it
is necessary to reduce the pixel size. However, there is a
problem that electric circuits and the like associated with the
pixel are increased in number due to the reduction in the size
of the pixel, the wiring becomes complicated, and the
technical difficulty and the cost are increased.

SUMMARY OF THE INVENTION

[0006] The present invention has been made in view of the
above-described problems, and realizes an image capturing
apparatus capable of acquiring both row direction parallax
and column direction parallax of an image sensor even in a
configuration in which pixels are divided in only one direc-
tion.

[0007] According to a first aspect of the present invention,
there is provided an image capturing apparatus, comprising:
an image sensor in which a plurality of pixels provided with
a plurality of photoelectric converters for receiving lumi-
nous flux passing through different pupil regions of an
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imaging optical system are arranged; a mechanical shutter
configured to shield the image sensor from light; and a
generation circuit configured to generate a parallax image
from signals acquired from the plurality of photoelectric
converters, wherein the image sensor and the mechanical
shutter realize: a first shutter operation by a first front curtain
for starting exposure of a pixel, and a first rear curtain for
ending the exposure of the pixel whose exposure was started
by the first front curtain, the first rear curtain being arranged
at a distance of a first shift amount from the first front curtain
in a direction along an optical axis of the imaging optical
system and a second shutter operation by a second front
curtain for starting exposure of the pixel, and a second rear
curtain for ending the exposure of the pixel whose exposure
was started by the second front curtain, the second rear
curtain being arranged at a distance of a second shift
amount, which is smaller than the first shift amount, from the
second front curtain in a direction along an optical axis of
the imaging optical system, and the generation circuit gen-
erates more parallax images than the number of the plurality
of photoelectric converters by using a first signal group
acquired from the plurality of photoelectric converters by
the first shutter operation and a second signal group acquired
from the plurality of photoelectric converters by the second
shutter operation.

[0008] According to a second aspect of the present inven-
tion, there is provided a method of controlling an image
capturing apparatus having an image sensor in which a
plurality of pixels provided with a plurality of photoelectric
converters for receiving luminous flux passing through
different pupil regions of an image forming optical system
are arrayed, and a mechanical shutter for shielding the image
sensor from light, the method comprising: by the image
sensor and the mechanical shutter, performing a first shutter
operation by a first front curtain for starting exposure of a
pixel, and a first rear curtain for ending the exposure of the
pixel whose exposure was started by the first front curtain,
the first rear curtain being arranged at a distance of a first
shift amount from the first front curtain in a direction along
an optical axis of the imaging optical system, and a second
shutter operation by a second front curtain for starting
exposure of the pixel, and a second rear curtain for ending
the exposure of the pixel whose exposure was started by the
second front curtain, the second rear curtain being arranged
at a distance of a second shift amount, which is smaller than
the first shift amount, from the second front curtain in a
direction along an optical axis of the imaging optical system;
and generating a parallax image from signals acquired from
the plurality of photoelectric converters, wherein the gen-
erating generates more parallax images than the number of
the plurality of photoelectric converters by using a first
signal group acquired from the plurality of photoelectric
converters by the first shutter operation and a second signal
group acquired from the plurality of photoelectric converters
by the second shutter operation.

[0009] Further features of the present invention will
become apparent from the following description of exem-
plary embodiments with reference to the attached drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] FIG. 1is ablock diagram illustrating an example of
the functional configuration of an image capturing apparatus
according to an embodiment of the present invention.
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[0011] FIGS. 2A and 2B are schematic diagrams for an
example of a pixel circuit configuration and a pixel arrange-
ment according to an embodiment of the present invention.
[0012] FIG. 3 is a diagram illustrating an example of a
configuration of the image sensor according to an embodi-
ment of the present invention.

[0013] FIG. 4 is a flowchart of acquiring four parallax
images according to an embodiment of the present inven-
tion.

[0014] FIG. 5 is a schematic diagram of pixel and pupil
division in an embodiment of the present invention.

[0015] FIGS. 6A and 6B are diagrams for explaining a
blurred image at the time of driving a first shutter operation
in a first embodiment.

[0016] FIGS. 7A and 7B are diagrams for explaining a
blurred image at the time of driving a second shutter
operation in a first embodiment.

[0017] FIG. 8A and FIG. 8B are explanatory diagrams of
pupil partial regions of a longitudinal parallax signal and a
latitudinal parallax signal in the first embodiment.

[0018] FIG. 9A and FIG. 9B are diagrams illustrating
examples of longitudinal parallax signals in the first embodi-
ment.

[0019] FIG. 10A and FIG. 10B are explanatory diagrams
for pupil partial regions at a time of acquiring four parallax
signals in the first embodiment.

[0020] FIG. 11 is a diagram illustrating an example of four
parallax images in the first embodiment.

[0021] FIGS. 12A and 12B are diagrams for explaining a
blurred image at the time of driving a first shutter in a second
embodiment.

[0022] FIGS. 13A to 13C are explanatory diagrams for
pupil partial regions at a time of acquiring six parallax
signals in the second embodiment.

DESCRIPTION OF THE EMBODIMENTS

[0023] Exemplary embodiments of the present invention
will be described below with reference to the drawings. It
should be noted that although the embodiments have con-
crete and specific configurations in order to facilitate under-
standing and description of the invention, the present inven-
tion is not limited to such specific configurations. For
example, an embodiment in which the present invention is
applied to a single-lens reflex type digital camera for which
a lens can be exchanged will be described below, but the
present invention is also applicable to a single-lens type
digital camera for which a lens can be exchanged or a type
of digital camera for which a lens cannot be exchanged.

First Embodiment

[0024] FIG. 1 is a diagram illustrating a configuration
example of a camera system composed of a camera whose
image capturing lens can be exchanged, and the image
capturing lens, which is a first embodiment of an image
capturing apparatus of the present invention. In FIG. 1, the
camera system is configured to include a camera 100 and an
exchangeable image capturing lens 300.

[0025] The luminous flux passing through the image cap-
turing lens 300 passes through a lens mount 106, is reflected
upward by a main mirror 130, and enters an optical view-
finder 104. The optical viewfinder 104 allows a photogra-
pher to perform capturing while observing an optical image
of'a subject. In the optical viewfinder 104, some functions of
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a display unit 54, for example, an in-focus display, a camera
shake warning display, an aperture value display, an expo-
sure correction display, and the like are installed.

[0026] A part of the main mirror 130 is composed of a
semi-transmissive half mirror, and a part of the luminous
flux incident on the main mirror 130 passes through this half
mirror part, is reflected downward by a sub mirror 131, and
enters a focus detection apparatus 105. The focus detection
apparatus 105 is a focus detection apparatus of a phase-
difference detection method having a secondary imaging
optical system and a line sensor, and outputs a pair of image
signals to an AF unit (autofocus unit) 42. The AF unit 42
performs a phase difference detection computation on the
pair of image signals to obtain the defocus amount and
direction for the image capturing lens 300. Based on the
calculation result, a system control unit 50 controls a focus
control unit 342 (described later) of the image capturing lens
300 to drive the focus lens.

[0027] When still image capturing is performed after the
focus adjustment processing of the image capturing lens 300
is completed, or when an electronic finder display is per-
formed, or when moving image capturing is performed, the
main mirror 130 and the sub mirror 131 are retracted out of
the optical path by a quick return mechanism (not illus-
trated). Accordingly, the luminous flux that passes through
the image capturing lens 300 and enters the camera 100 can
enter an image sensor 14 via a mechanical shutter 12 for
controlling the exposure amount. After a capturing operation
by the image sensor 14 is completed, the main mirror 130
and the sub mirror 131 return to the positions as illustrated
in the view.

[0028] Here, a first shutter operation and a second shutter
operation in the present embodiment will be described. The
second shutter operation in the present embodiment is a
shutter operation by an electronic shutter realized by the
image sensor 14 and the system control unit 50, or is a
shutter operation for controlling the exposure amount of the
image sensor 14 by the running of a front curtain and a rear
curtain of the mechanical shutter 12. The electronic shutter
realized by the image sensor 14 and the system control unit
50 is a function in which the system control unit 50 is caused
to perform exposure by controlling a reset timing at which
charges of the image sensor 14 are sequentially reset in a
driving direction (run direction) of the mechanical shutter
12, which will be described later. In the present embodiment,
the shutter operation of the electronic shutter will be
described by the expression “running”, similarly to the
operation of the shutter mechanism of the mechanical shut-
ter 12. The mechanical shutter 12 is a shutter mechanism for
forming a slit in the drive direction of the mechanical shutter
by the front curtain and the rear curtain to perform exposure.

[0029] The first shutter operation in the present embodi-
ment is a shutter mechanism for forming a slit and perform-
ing exposure by an electric charge reset of the front curtain
in the electronic shutter function of the image sensor 14 and
the rear curtain of the mechanical shutter 12. Note that the
imaging plane in which the electronic shutter as the front
curtain runs and the rear curtain of the mechanical shutter 12
have different positions in the direction along the optical
axis. In the present embodiment, the front curtain is realized
by the electronic shutter function, and the rear curtain is
realized by the rear curtain of the mechanical shutter, but this
may be reversed so that the front curtain is realized by the
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front curtain of the mechanical shutter, and the rear curtain
is realized by the electronic shutter function.

[0030] The image sensor 14 is a CCD or a CMOS image
sensor, and has a configuration in which a plurality of pixels
having a plurality of photoelectric converters (or photo-
diodes) are two-dimensionally arranged. The image sensor
14 outputs an electrical signal corresponding to an optical
image of a subject. An electric signal obtained by photo-
electric conversion by the image sensor 14 is sent to an A/D
converter 16, and an analog signal output is converted into
a digital signal (image data). As will be described later, the
A/D converter 16 may be incorporated in the image sensor
14.

[0031] At least some of the pixels of the image sensor 14
in the present embodiment are configured to have a plurality
of photoelectric conversion regions (or photodiodes) as
described above. As described in the description of the
related art field, a pixel haying such a configuration can
output a signal used for focus detection of a phase-difference
detection method. Therefore, even in a state in which the
main mirror 130 and the sub mirror 131 are retracted out of
the optical path by the quick return mechanism and the light
does not enter the focus detection apparatus 105, the focus
detection of the phase-difference detection method using the
output of the image sensor 14 is possible.

[0032] In the present embodiment, parallax signals equal
to or larger than the number of the plurality of photoelectric
conversion regions in one pixel are acquired by using the
two types of shutter operations of the first shutter operation
and the second shutter operation described above. In the
present embodiment, a latitudinal parallax image, which is a
parallax image in the latitudinal direction on the page
surface of FIG. 2B, is acquired and generated from a
plurality of photoelectric conversion regions 201« and 2015
in each of the pixels illustrated in FIG. 2B. Furthermore,
longitudinal parallax images, which are parallax images in
the longitudinal direction on the page surface of FIG. 2B,
which is the driving direction of the shutter operation, are
acquired and generated from two images acquired by the
two types of shutter operations (the first shutter operation
and the second shutter operation). The acquisition and
generation of longitudinal parallax signal and the latitudinal
parallax signal will be described later.

[0033] A timing generation circuit 18 supplies a clock
signal and a control signal to the image sensor 14, the A/D
converter 16, and a D/A converter 26. The timing generation
circuit 18 is controlled by a memory control unit 22 and the
system control unit 50. The system control unit 50 controls
the timing generation circuit 18 to supply a control signal for
reading out an output of a subset of the photoelectric
conversion regions from a pixel having a plurality of pho-
toelectric conversion regions or for performing an added
readout of the output of all the photoelectric conversion
regions to the image sensor 14.

[0034] An image processing unit 20 applies predetermined
processing such as pixel interpolation processing, white
balance adjustment processing, and color conversion pro-
cessing to the image data from the A/D converter 16 or the
image data from a memory control unit 22. The image
processing unit 20 includes a parallax image generation unit,
a reliability determination unit, a contrast information deter-
mination unit, a defocus information determination unit, an
exposure amount determination unit, and an edge determi-
nation unit in the present embodiment.
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[0035] The image processing unit 20 also generates a pair
of signal sequences to be used for focus detection of the
phase-difference detection method from an output signal
used for generating a focus detection signal, out of the image
data from the A/D converter 16 (an output signal of the
image sensor 14). Thereafter, the pair of signal sequences is
sent to the AF unit 42 via the system control unit 50. The AF
unit 42 detects an amount of shift (shill amount) between the
signal sequences by a correlation calculation on the pair of
the signal sequences, and converts the shift amount into a
defocus amount and a defocus direction for the image
capturing lens 300. The AF unit 42 outputs the converted
defocus amount and direction to the system control unit 50.
The system control unit 50 drives the focus lens through the
focus control unit 342 of the image capturing lens 300 to
adjust the focal length of the image capturing lens 300.
[0036] In addition, the image processing unit 20 can
calculate the contrast evaluation value based on a signal for
generating normal image data obtained from the image
sensor 14 (corresponds to a signal obtained by adding
signals of a plurality of photoelectric converters in each
pixel). The system control unit 50 performs capturing by the
image sensor 14 while changing the focus lens position
through the focus control unit 342 of the image capturing
lens 300, and examines a change in the contrast evaluation
value calculated by the image processing unit 20. Then, the
system control unit 50 drives the focus lens to a position
where the contrast evaluation value is a maximum. As
described above, the camera 100 of the present embodiment
is also capable of focus detection by the contrast detection
method.

[0037] Therefore, even when the main mirror 130 and the
sub mirror 131 are retracted out of the optical path as when
performing a live view display or moving image capturing,
the camera 100 can perform focus detection of both the
phase-difference detection method and the contrast detection
method on the basis of signal obtained from the image
sensor 14. In addition, the camera 100 can perform focus
detection of the phase-difference detection method by the
focus detection apparatus 105 in normal still image captur-
ing in which the main mirror 130 and the sub mirror 131 are
in the optical path. As described above, the camera 100 can
perform focus detection in any state during still image
capturing, live view display, or moving image capturing.
[0038] The memory control unit 22 controls the A/D
converter 16, the timing generation circuit 18, the image
processing unit 20, an image display memory 24, the D/A
converter 26, a memory 30, and a compression/decompres-
sion unit 32. The data of the A/D converter 16 is written into
the image display memory 24 or the memory 30 via the
image processing unit 20 and the memory control unit 22 or
only via the memory control unit 22. Image data for display
written in the image display memory 24 is displayed on an
image display unit 28 composed of a liquid crystal monitor
or the like via a D/A converter 26. By sequentially display-
ing moving images captured by the image sensor 14 on the
image display unit 28, an electronic viewfinder function
(live view display) can be realized. The image display unit
28 can turn on/off a display according to an instruction from
the system control unit 50, and when the display is turned
off, the power consumed by the camera 100 can be greatly
reduced.

[0039] The memory 30 is used for temporary storage of
captured still images and moving images, and has a storage
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capacity sufficient to store a predetermined number of still
images and moving images for a predetermined period of
time. As a result, even in the case of continuous shooting or
panoramic shooting, high-speed and large-volume image
writing can be performed on the memory 30. The memory
30 can also be used as a work area of the system control unit
50. The compression/decompression unit 32 has a function
of compressing and decompressing image data by an adap-
tive discrete cosine transform (ADCT) or the like, reads an
image stored in the memory 30, performs compression
processing or decompression processing thereon, and writes
back the processed image data to the memory 30.

[0040] A shutter control unit 36 controls the mechanical
shutter 12 in cooperation with an aperture control unit 344
that controls an aperture 312 of the image capturing lens 300
based on photometric information from a photometry unit
46. An interface unit 38 and a connector 122 electrically
connect the camera 100 and the image capturing lens 300.
These have a function of transmitting control signals, status
signals, data signals, and the like between the camera 100
and the image capturing lens 300, and supplying currents of
various voltages. In addition, configuration may be such that
not only electric communication but also optical communi-
cation, voice communication, or the like are transmitted.

[0041] The photometry unit 46 performs automatic expo-
sure control (AE) processing. The luminous flux passing
through the image capturing lens 300 is made incident on the
photometry unit 46 via the lens mount 106, the main mirror
130, and a photometric lens (not illustrated), whereby the
luminance of the subject optical image can be measured. The
photometry unit 46 can determine an exposure condition by
using a program diagram or the like in which a luminance of
a subject and the exposure condition are associated with
each other. The photometry unit 46 also has a light adjust-
ment processing function performed in cooperation with a
flash 48. It is also possible for the system control unit 50 to
perform AE control on the shutter control unit 36 and the
aperture control unit 344 of the image capturing lens 300
based on a result of capturing image data of the image sensor
14 by the image processing unit 20. The flash 48 also has an
AF auxiliary light projection function and a function for
adjusting flash light.

[0042] The system control unit 50 includes a program-
mable processor such as a CPU or an MPU, and controls the
operation of the entire camera system by executing a pro-
gram stored in advance. A nonvolatile memory 52 stores
constants, variables, programs, and the like for the operation
of the system control unit 50. A display unit 54 is, for
example, a liquid crystal display apparatus that displays an
operation state, a message, and the like using characters,
images, sounds, and the like in accordance with the execu-
tion of a program by the system control unit 50. The display
unit 54 is installed at a position near the operation unit of the
camera 100 where it is easy to see, for example, one or a
plurality of display units 54 are formed by a combination of
an LCD, an LED, and the like. Among the display contents
of the display unit 54, information on the number of images
captured, such as the number of images recorded and the
remaining number of images that can be captured, informa-
tion on imaging conditions such as shutter speed, aperture
value, exposure correction, and flash, and the like are
displayed on an LCD or the like. In addition, the remaining
charge level, date, time, and the like are also displayed. As
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described above, some functions of the display unit 54 are
installed in the optical viewfinder 104.

[0043] A nonvolatile memory 56 is an electrically eras-
able/recordable memory, and, for example, an EEPROM or
the like is used. Reference numerals 60, 62, 64, 66, 68, and
70 denote operation units for inputting various operation
instructions of the system control unit 50, and are composed
of one or a combination of a plurality of switches, dials,
touch panels, pointing by line-of-sight detection, speech
recognition apparatuses, and the like.

[0044] A mode dial 60 can switch and set respective
function modes such as a power-off mode, an automatic
shooting mode, a manual shooting mode, a playback mode,
and a PC connection mode. A shutter switch SW1 (62) is
turned on when a shutter button (not illustrated) is half-
pressed, and the shutter switch SW1 makes instructions to
start operations such as AF processing, AE processing, AWB
processing, and EF processing. A shutter switch SW2 (64) is
turned on when the shutter button is fully-pressed, and the
shutter switch SW2 makes instructions to start operations of
a sequence of processes related to capturing. A series of
processes relating to capturing is exposure processing,
development processing, recording processing, and the like.
In the exposure processing, a signal that is read out from the
image sensor 14 is written as image data in the memory 30
via the A/D converter 16 and the memory control unit 22. In
the development processing, development is performed
using calculations in the image processing unit 20 and the
memory control unit 22. In the recording process, image
data is read from the memory 30, compressed by the
compression/decompression unit 32, and written as image
data to a recording medium 150 or 160.

[0045] An image display on/off switch 66 can turn the
image display unit 28 on/off. With this function, when
capturing is performed using the optical viewfinder 104,
power saving can be achieved by cutting off the supply of
current to the image display unit 28 which is composed of
a liquid crystal monitor or the like. A quick review on/off
switch 68 sets a quick review function for automatically
playing back captured image data immediately after the
image data is captured. An operation unit 70 includes
various buttons, a touch panel, and the like. The various
buttons include a menu button, a flash setting button, a single
shooting/continuous shooting/self-timer switching button,
an exposure correction button, and the like.

[0046] A power supply control unit 80 is configured by a
battery detection circuit, a DC/DC converter, a switch circuit
for switching blocks to be energized, and the like. The power
supply control unit 80 detects whether or not a battery is
mounted, the type of the battery, and remaining charge level
of the battery, controls a DC/DC converter based on the
detection results and an instruction from the system control
unit 50, and supplies the required voltages to each unit
including the recording mediums for a required period of
time. Connectors 82 and 84 connect a power supply unit 86
consisting of a primary battery such as an alkaline battery or
a lithium battery, a secondary battery such as a NiCd battery,
an battery, or a lithium ion battery, and an AC adapter to the
camera 100.

[0047] Interfaces 90 and 94 have a function of connecting
with a recording medium such as a memory card or a hard
disk, and connectors 92 and 96 physically connect with a
recording medium such as a memory card or a hard disk. A
recording medium attachment/detachment detection unit 98
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detects whether or not a recording medium is attached to the
connector 92 or 96. In the present embodiment, the inter-
faces and the connectors for attaching the recording medi-
ums are described as being of two systems, but the interfaces
and the connectors may be of a single system or may be of
a configuration in which they include a plurality of systems.
In addition, a configuration of interfaces and connectors of
different standards may be provided in combination. Further,
by connecting various communication cards such as a LAN
card to an interface and a connector, it is possible to transfer
image data and management information attached to the
image data to and from other peripheral devices such as a
computer and a printer.

[0048] A communication unit 110 has various communi-
cation functions such as wired communication and wireless
communication. A connector 112 connects the camera 100 to
other devices by the communication unit 110, and is an
antenna in the case of wireless communication. The record-
ing media 150 and 160 are memory cards, hard disks, or the
like. The recording media 150 and 160 include recording
units 152 and 162 composed of semiconductor memories,
magnetic disks, or the like, interfaces 154 and 164 with the
camera 100, and connectors 156 and 166 for connection with
the camera 100.

[0049] Next, the image capturing lens 300 will be
described. The image capturing lens 300 is mechanically and
electrically coupled to the camera 100 by engaging a lens
mount 306 with the lens mount 106 of the camera 100.
Electrical coupling is achieved by the connector 122 and a
connector 322 provided on the lens mount 106 and the lens
mount 306. A lens 311 includes a focus lens for adjusting the
focal length of the image capturing lens 300. The focus
control unit 342 performs focus adjustment of the image
capturing lens 300 by driving the focus lens along the optical
axis. The operation of the focus control unit 342 is controlled
by the system control unit 50 through a lens system control
unit 346. The diaphragm 312 adjusts the amount and angle
of the subject light incident on the camera 100.

[0050] The connector 322 and an interface 338 electrically
connect the image capturing lens 300 to the connector 122
of the camera 100. Also, the connector 322 has a function of
transmitting control signals, status signals, data signals, and
the like between the camera 100 and the image capturing
lens 300, and supplying currents of various voltages. Con-
figuration may be such that the connector 322 transmits not
only electric communication but also optical communica-
tion, voice communication, or the like.

[0051] A zoom control unit 340 drives a variable magni-
fication lens of the lens 311 to adjust the focal length (angle
of view) of the image capturing lens 300. If the image
capturing lens 300 is a single focus lens, the zoom control
unit 340 does not exist. The aperture control unit 344
controls the diaphragm 312 in cooperation with the shutter
control unit 36 that controls the mechanical shutter 12 based
on the photometric information from the photometry unit 46.

[0052] The lens system control unit 346 includes a pro-
grammable processor such as a CPU or an MPU, and
controls the operation of the entire the image capturing lens
300 by executing a program stored in advance. The lens
system control unit 346 has a memory function for storing
constants, variables, programs, and the like for the operation
of the image capturing lens. A nonvolatile memory 348
stores identification information such as a number unique to
the image capturing lens, management information, function
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information such as a maximum aperture value, a minimum
aperture value, a focal length, and the like, and current and
past setting values. The above is the configuration of the
camera system of the present embodiment that includes the
camera 100 and the image capturing lens 300.

[0053] Next, the configuration of the image sensor 14 will
be described with reference to FIGS. 2A and 2B and FIG. 3.
[0054] FIG. 2A illustrates an exemplary circuit configu-
ration of a pixel of a plurality of pixels included in the image
sensor 14, the pixel having a configuration capable of
outputting signals used for focus detection of the phase-
difference detection method. Here, a configuration in which
two photodiodes (PDs) 201a and 2015 are provided as a
plurality of photoelectric conversion regions or photoelec-
tric converters sharing a microlens in one pixel 200 will be
described. As will be described later, the PD 201a (first
photoelectric converter) and the PD 2015 (second photo-
electric converter) function as focus detection pixels and
also function as imaging pixels. Hereinafter, a signal
obtained from the PD 201a is referred to as an A signal, a
signal obtained from the PD 2015 is referred to as a B signal,
and a signal obtained by adding the signal of the PD 201a
and the signal of the PD 2015 is referred to as an A+B signal.
[0055] Transfer switches 202a and 2025, the reset switch
205, and a selection switch 206 are composed of, for
example, MOS ftransistors. In the following description,
these switches are N-type MOS transistors, but they may be
P-type MOS transistors or other switching elements.
[0056] FIG. 2B is a schematic diagram of a pixel array
schematically illustrating n pixels horizontally and m pixels
vertically among a plurality of pixels two-dimensionally
arranged in the image sensor 14. Here, it is assumed that all
the pixels have the structure illustrated in FIG. 2A. The
pixels are provided with microlenses 236, and the PD 201a
and 2015 share the same microlens.

[0057] The transfer switch 202a is connected between the
PD 201a and a floating diffusion (FD) 203. The transfer
switch 2024 is connected between the PD 2015 and the FD
203. The transfer switches 202a and 2025 are elements that
transfer charges generated in the PD 201« and 2015, respec-
tively, to a shared FD 203. The transfer switches 202a and
2025 are controlled by control signals TX_A and TX_B,
respectively.

[0058] The FD 203 functions as a charge-voltage con-
verter (capacitor) which temporarily holds charge trans-
ferred from the PD 201a and the PD 2015 and converts the
held charge into voltage signals.

[0059] An amplifier 204 is a source follower MOS tran-
sistor. A gate of the amplifier 204 is connected to the FD 203,
and a drain of the amplifier 204 is connected to a common
power supply 208 that supplies a power supply potential
VDD. The amplifier 204 amplifies the voltage signal based
on electric charge held in the FD 203, and outputs the
amplified voltage signal as an image signal.

[0060] A reset switch 205 is connected between the FD
203 and the common power supply 208. The reset switch
205 is controlled by a control signal RES, and the reset
switch 205 has a function of resetting the potential of the FD
203 to the power supply potential VDD.

[0061] The selection switch 206 is connected between a
source of the amplifier 204 and a vertical output line 207.
The selection switch 206 is controlled by a control signal
SEL, and outputs the image signal amplified by the amplifier
204 to the vertical output line 207.



US 2020/0162718 Al

[0062] FIG. 3 is a diagram illustrating an example of a
configuration of the image sensor 14. The image sensor 14
includes a pixel array 234, a vertical scanning circuit 209, a
current source load 210, a readout circuit 235, common
output lines 228 and 229, a horizontal scanning circuit 232,
and a data output unit 233. In the following description, all
the pixels included in the pixel array 234 have the circuit
configuration illustrated in FIG. 2A. However, some pixels
may have a configuration in which one photodiode is
provided per microlens.

[0063] The pixel array 234 includes a plurality of pixels
200 arranged in a matrix. In FIG. 3, the pixel array 234 is
illustrated as having four rows and n columns to simplify the
explanation. However, the number of rows and the number
of columns of the pixels 200 included in the pixel array 234
is arbitrary. In the present embodiment, the image sensor 14
is a single-plate color image sensor, and has color filters
arranged in a primary color Bayer array. Therefore, a pixel
200 is provided with any one of red (R), green (G), and blue
(B) color filters. Note that there is no particular limitation on
the colors or arrangement of the color filters. In addition,
some pixels included in the pixel array 234 are shielded from
light to form an optical black (OB) region.

[0064] The vertical scanning circuit 209 supplies various
control signals illustrated in FIG. 2A to the pixels 200 of
each row through driving signal lines 208 provided for each
row. Note that in FIG. 3, the driving signal lines 208 for each
row are represented by one line for easy understanding of the
description, but actually, a plurality of driving signal lines
exist for each row.

[0065] The pixels included in the pixel array 234 are
connected to a common vertical output line 207 for each
column. A current source load 210 is connected to each of
the vertical output lines 207. A signal from each pixel 200
is input to a readout circuit 235 provided for each column
through the vertical output line 207.

[0066] The horizontal scanning circuit 232 outputs control
signals hsr(0) to hsr(n-1) corresponding to one readout
circuit 235. The control signal hsr( ) selects one of the n
readout circuits 235. The readout circuit 235 selected by the
control signal hsr( ) outputs a signal to the data output unit
233 through the common output lines 228 and 229.

[0067] Next, a specific circuit configuration example of
the readout circuit 235 will be described. FIG. 3 illustrates
an example of the circuit configuration of one of the n
readout circuits 235, but the other readout circuits 235 have
the same configuration. The readout circuit 235 of the
present embodiment includes a ramp-type AD converter.
[0068] The signals input to the readout circuit 235 through
the vertical output line 207 are input to an inverting input
terminal of an operational amplifier 213 through a clamp
capacitor 211. A reference voltage Vref is supplied from a
reference voltage source 212 to a non-inverting input ter-
minal of the operational amplifier 213. Feedback capacitors
214 to 216 and the switches 218 to 220 are connected
between the inverting input terminal and the output terminal
of the operational amplifier 213. A switch 217 is further
connected between the inverting input terminal and the
output terminal of the operational amplifier 213. The switch
217 is controlled by a control signal RES_C, and has a
function of shorting the two ends of the feedback capacitors
214 to 216. The switches 218 to 220 are controlled by
control signals GAINO to GAIN2 from the system control
unit 50.
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[0069] An output signal of the operational amplifier 213
and a ramp signal 224 output from a ramp signal generator
230 are input to a comparator 221. Latch_N 222 is a storage
element for holding a noise level (N signal), and the Latch_S
is a storage element for holding the A signal and a signal
level (A+B signal) obtained by adding the A signal to the B
signal. The output (value representing the comparison
result) of the comparator 221 and the output (counter value)
225 of the counter 231 are input to Latch N 222 and
Latch_S 223, respectively. The operations (enabled or dis-
abled) of Latch_N 222 and Latch_S 223 are controlled by
LATEN_N and LATEN_S, respectively. The noise level
held by Latch N 222 is output to the common output line 228
via the switch 226. The signal level held by Latch_S 223 is
output to the common output line 229 via the switch 227.
The common output lines 228 and 229 are connected to the
data output unit 233.

[0070] The switches 226 and 227 are controlled by a
control signal hsr(h) from the horizontal scanning circuit
232. Here, h indicates the column number of the readout
circuit 235 to which the control signal line is connected. The
signal levels held in Latch_N 222 and Latch_S 223 of the
readout circuits 235 are sequentially output to the common
output lines 238 and 229, and are output to the memory
control unit 22 and the image processing unit 20 through the
data output unit 233. The operation of sequentially output-
ting the signal levels held by the readout circuits 235 to the
outside is referred to as horizontal transfer. Note that control
signals (excluding hsr( )) input to the readout circuit and
control signals of the vertical scanning circuit 209, the
horizontal scanning circuit 232, the ramp signal generator
230, and the counter 231 are supplied from the timing
generation circuit 18 and the system control unit 50.
[0071] Generation of four parallax images in the present
embodiment will be described below with reference to
FIGS. 4 to 11. In the present embodiment, four parallax
images (S_1, S_2, S_3, S_4) divided into two in the vertical
and horizontal directions respectively are calculated from
latitudinal parallax signals S_A and S_B obtained by divid-
ing the pupil region into two in a latitudinal direction and
longitudinal parallax signals S_C and S_D obtained by
dividing the pupil region into two in a longitudinal direction
by a method described later.

[0072] FIG. 4 is a flowchart of generation of a four
parallax images according to the present embodiment. In
steps S1 and S2, the first signal group and the second signal
group are acquired by using the first shutter operation and
the second shutter operation described above. The first
signal group and the second signal group are acquired by the
PD 201a and PD 2015 of FIG. 4, which are x2 divided for
each pixel of the image sensor 14. The PD 2014 and the PD
2015 receive the luminous flux passing through different
pupil partial regions (the pupil partial region 301 and the
pupil partial region 302 illustrated in FIG. 5, respectively).
[0073] In step S1, the first shutter operation described
above is used at high speed to acquire a first signal group
obtained from the PD 201a and the PD 2015 in FIG. 5.
Describing the first shutter operation again, the first shutter
operation is a method in which a slit is formed and exposure
is performed by resetting the electric charge of the image
sensor 14 as the front curtain and a rear curtain of the
mechanical shutter 12. Here, the amount of light received in
the longitudinal direction (Y direction in FIGS. 6A and 6B
and FIGS. 7A and 7B) in the first signal group acquired
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when the first shutter operation is used at high speed will be
described with reference to FIGS. 6A and 6B.

[0074] FIGS. 6A and 6B are diagrams schematically illus-
trating a state in which a blurred image is shielded by the
first shutter operation when the focus position is positioned
at a position 157 behind the image sensor plane at certain
times (t1, t2, or t3). The driving direction of the first shutter
operation is from the direction from the top to the bottom of
the page surface. In the present embodiment, the first shutter
operation is used at high speed to receive the luminous flux
from the partial regions of the pupil and acquire a parallax
signal in the longitudinal direction. Further, in FIGS. 6 A and
6B, at times t1, 12, and t3, a state in which the first shutter
operation blocks the luminous flux in the YZ plane is
schematically illustrated on the left side, and a state of
shielding and a blurred image on the image sensor plane 153
in the XY plane are schematically illustrated on the right
side.

[0075] In the view on the left side of FIG. 6A, reference
numerals 181 and 182 denote different partial regions of the
pupil of a complex lens 151 of the optical system. Reference
numeral 153 denotes an image sensor plane in which the
electronic shutter of the present embodiment is driven.
Reference numeral 154 denotes a mechanical shutter plane
in which the mechanical shutter 12 of the present embodi-
ment runs. Reference numeral 155 schematically illustrates
a light shielding portion (electronic front curtain) according
to a reset driving by the electronic shutter. Reference
numeral 156 schematically illustrates a rear curtain (me-
chanical rear curtain) formed by the mechanical shutter 12,
In this embodiment, the shutter operation using the elec-
tronic front curtain and the mechanical rear curtain is called
an electronic front curtain shutter. In the electronic front
curtain shutter, the electronic front curtain and the mechani-
cal rear curtain are arranged apart from each other in the
optical axis direction by a first amount of shift in the optical
axis direction d.

[0076] in the views on the right side of FIG. 6 A, reference
numerals 170a, 1705, and 170¢ denote blurred images on the
image sensor plane 153. Reference numerals 171qa, 1715,
and 171c¢ denote portions where the blurred image described
above is shielded by the electronic front curtain 155 or the
mechanical rear curtain 156. Reference numerals 1725 and
172¢ denote portions where the blurred image described
above is not shielded by the electronic front curtain 155 or
the mechanical rear curtain 156 (an opening at the time of
the first shutter operation).

[0077] First, an explanation will be given with reference to
the view for time t1 in FIG. 6A. At time t1, the upper end
159 of the electronic front curtain 155 is positioned in an
upper portion of the blurred image formed on the image
sensor plane 153, and the lower end 158 of the mechanical
rear curtain 156 is positioned in an upper portion of the
blurred image formed on the mechanical shutter plane 154.
At this time, the luminous flux from the complex lens 151
is hardly blocked by the mechanical rear curtain 156, but is
blocked by the electronic front curtain 155. The blurred
image 170a on the image sensor plane 153 at this time is
blocked by the electronic front curtain 155 as illustrated on
the right side for time t1 in FIG. 6A.

[0078] Next, an explanation will be given with reference
to the view for time 12 in FIG. 6 A. At the time t2, the blurred
image formed on the image sensor plane 153 is shielded by
the lower end 160 of the mechanical rear curtain 156 and the
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upper end 162 of the electronic front curtain 155. At this
time, an opening of the first shutter operation on the image
sensor plane 153 is formed by 161 at which the lower end
of the mechanical rear curtain 156 is projected onto the
image sensor plane 153 and the upper end 162 of the
electronic front curtain. The blurred image 1706 on the
image sensor plane 153 at this time forms an opening 1725
as illustrated on the right side for time t2 in FIG. 6A, and
other portions are partially obstructed by the electronic front
curtain 155 and the mechanical rear curtain 156 (1715).
[0079] Next, an explanation will be given with reference
to the view for time t3 in FIG. 6 A. At the time t3, the blurred
image formed on the image sensor plane 153 is shielded by
the lower end 163 of the mechanical rear curtain 156 and the
upper end 165 of the electronic front curtain 155. At this
time, an opening of the first shutter operation on the image
sensor plane 153 is formed by 164 at which the lower end
of the mechanical rear curtain 156 is projected onto the
image sensor plane 153 and the upper end 165 of the
electronic front curtain. The blurred image 170¢ on the
image sensor plane 153 at this time forms an opening 172¢
as illustrated on the right side for time t3 in FIG. 6A, and
other portions are partially obstructed by the electronic front
curtain 155 and the mechanical rear curtain 156 (171c¢).
[0080] As described above, when capturing using the first
shutter operation is performed, the blurred image is shielded.
Next, the manner in which the pupil of the complex lens is
shielded will be described with reference to FIG. 6B.
[0081] FIG. 6B illustrates a temporal change of an open-
ing formed by the electronic front curtain 155 and the
mechanical rear curtain 156 on the image sensor plane 153
in FIG. 6A, and a blurred image on the image sensor plane
153 when the first shutter operation is used. In FIG. 6B,
reference numerals 158 to 165 are the same as reference
numerals 158 to 165 in FIG. 6A, The horizontal axis
represents times t1, 12, and t3, and the vertical axis repre-
sents the position of the end portions of the light shielding
portion in the Y direction in the camera. The opening at each
time is illustrated on the vertical axis. First, consider the
opening at time t1. At time t1, the luminous flux is blocked
by the upper end 159 of the electronic front curtain 155 and
the lower end 158 of the mechanical rear curtain 156. Since
the lower end 158 of the mechanical rear curtain 156 is
projected onto 159 of the image sensor plane 153, the
opening in the image sensor plane 153 becomes 159-159,
and all luminous flux is blocked.

[0082] Next, consider the opening at time t2. At time t2,
the luminous flux is blocked by the upper end 162 of the
electronic front curtain 155 and the lower end 160 of the
mechanical rear curtain 156. Since the lower end 160 of the
mechanical rear curtain 156 is projected onto 161 of the
image sensor plane 153, the opening in the image sensor
plane 153 becomes 161-162, and a part of the luminous flux
is blocked. The opening 161-162 is narrower than the
opening 160-162 before the mechanical rear curtain 156 is
projected onto the image sensor plane 153.

[0083] Finally, consider the opening at time t3. At time t3,
the luminous flux is blocked by the upper end 165 of the
electronic front curtain 155 and the lower end 163 of the
mechanical rear curtain 156. Since the lower end 163 of the
mechanical rear curtain 156 is projected onto 164 of the
image sensor plane 153, the opening in the image sensor
plane 153 becomes 164-165, and a part of the luminous flux
is blocked. The opening 164-165 is wider than the opening
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163-165 before the mechanical rear curtain 156 is projected
onto the image sensor plane 153. As a result, the amount of
light is unbalanced, and the blurred image on the image
sensor plane 153 is divided into a region Area01 that is
shielded in the first shutter operation and a region Area02
that is not shielded. As described above, in the first signal
group acquired when the first shutter operation is used at
high speed, the received light distribution is not uniform in
the Y direction. It can be considered that the luminous flux
from the partial region 181 of the pupil of the complex lens
151 is being received.

[0084] In the above description, the case where the focus
position is located at reference numeral 157 behind the
image sensor plane has been described, but also in the case
where the focus position is located in front of the image
sensor plane, shielding occurs in the same manner. The
angles of the luminous flux at which the shielding occurs are
the same regardless of the focus position, but as a result, the
shielding condition of the generated blurred image differs
from the cases of FIGS. 6A and 6B. That is, the lower side
(negative Y-axis direction) in the right side views of FIG. 6B
are more shielded.

[0085] In step S2, the second shutter operation described
above is used at the same high speed as in step Si to acquire
a second signal group obtained from the PD 201a and the PD
20156 in FIG. 5. Describing the second shutter operation
again, the second shutter operation is an electronic shutter
realized by the image sensor 14 and the system control unit
50 or the mechanical shutter 12. In the second shutter
operation, the amount of shift in the direction along the
optical axis between the plane in which the front curtain runs
and the plane in which the rear curtain runs is small as
compared with the first shutter operation or zero. Here, the
amount of light received in the longitudinal direction (Y
direction in FIGS. 6A and 6B and FIGS. 7A and 7B) in a
second signal group acquired when the second shutter
operation is used at high speed will be described with
reference to FIGS. 7A and 7B.

[0086] FIGS. 7A and 7B are diagrams schematically illus-
trating a state in which a blurred image is shielded by the
second shutter operation when the focus position is posi-
tioned at a position 157 behind the image sensor plane at
certain times (t1, t2, or t3). The driving direction (run
direction) of the second shutter operation is the direction
from the top to the bottom of the page surface. Further, in
FIGS. 7A and 7B, at times t1, t2, and t3, a state in which the
second shutter operation blocks the luminous flux in the YZ
plane is schematically illustrated on the left side, and a state
in which shielding and a blurred image on the image sensor
plane 153 in the XY plane are schematically illustrated on
the right side.

[0087] In FIGS. 7A and 7B, the second shutter operation
will be described as light shielding portions 191 (electronic
front curtain) and 192 (electronic rear curtain) according to
a reset operation by the electronic shutter of the present
embodiment. However, light shielding portions 191 (me-
chanical front curtain) and 192 (mechanical rear curtain) that
use the mechanical shutter 12 may be employed as 191 and
192.

[0088] In the present embodiment, since the electronic
front curtain and electronic rear curtain are described, the
light shielding portions 191 (electronic front curtain) and
192 (electronic rear curtain) are not arranged so as to be
shifted in the optical axis direction, and since the amount of
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shift in the optical axis direction is 0 (zero), the amount of
shift in the optical axis direction between the light-shielding
curtains is smaller than that of the first shutter operation. On
the other hand, in the case of a mechanical front curtain and
a mechanical rear curtain, although the light-shielding cur-
tains are disposed to be away from the optical axis, the
amount of shift in the optical axis direction is smaller than
the amount of shift in the optical axis direction of the
electronic front curtain and the mechanical rear curtain.
Therefore, even with the mechanical front curtain and the
mechanical rear curtain, the amount of shift in the optical
axis direction between the light-shielding curtains is small.
[0089] In the view on the left side of FIG. 7A, reference
numeral 180 denotes a pupil region of the complex lens 151
of the optical system. Reference numeral 153 denotes an
image sensor plane in which the electronic shutter of the
present embodiment is driven. Reference numeral 191 sche-
matically illustrates a light shielding portion (electronic
front curtain) according to a reset driving by the electronic
shutter. Reference numeral 192 denotes a read completion
operation in which reading of a signal performed after the
reset driving by the electronic shutter is completed (elec-
tronic rear curtain). In the present embodiment, the read
completion operation is schematically illustrated as opera-
tion of the rear curtain.

[0090] In the views on the right side of FIG. 7A, reference
numerals 170a, 1705, and 170c denote blurred images on the
image sensor plane 153. Reference numerals 173a, 1735,
and 173¢ denote portions where the blurred image described
above is shielded by the electronic front curtain 191 or the
electronic rear curtain 192. Reference numerals 174a, 1745,
and 174¢ denote portions where the blurred image described
above is not shielded by the electronic front curtain 191 or
the electronic rear curtain 192 (an opening of the second
shutter operation).

[0091] First, an explanation will be given with reference to
the view for time t1 in FIG. 7A. At time t1, the upper end
of'the electronic front curtain 191 is located at the upper end
159 of the blurred image formed on the image sensor plane
153, and the lower end of electronic rear curtain 192 is
located at the upper end 193 of the blurred image formed on
the image sensor plane 153. At this time, the luminous flux
from the complex lens 151 is blocked by the electronic front
curtain 191 and the electronic rear curtain 192. Most of the
blurred image 170a on the image sensor plane 153 at this
time is blocked by the electronic front curtain 191 and the
electronic rear curtain 192 as illustrated on the right side for
time t1 in FIG. 7A.

[0092] Thereafter, the luminous flux is blocked by the
electronic front curtain 191 and the electronic rear curtain
192 in the same manner at the time t2 and the time t3 in FIG.
7A. When the second shutter operation is used, the opening
159-193 formed by the electronic front curtain and the
electronic rear curtain at the time t1, the opening 162-194 at
the tine t2, and the opening 165-195 at the tine t3 are equal
to each other.

[0093] As described above, when capturing using the
second shutter operation is performed, the blurred image is
shielded. Next, the manner in which the pupil of the complex
lens is shielded will be described with reference to the in
FIG. 7B,

[0094] FIG. 7B illustrates schematically a temporal
change of an opening formed by the electronic front curtain
191 and the electronic rear curtain 192 on the image sensor
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plane 153 in FIG. 7A, and the pupil of the complex lens 151
in the case where the second shutter operation is used. In
FIG. 7B, reference numerals 159 to 195 are the same as
reference numerals 159 to 195 in FIG. 7A, The opening at
each time is illustrated on the vertical axis. In FIG. 7B,
unlike in FIG. 6B. since the electronic front curtain 191 and
the electronic rear curtain 192. are located on the image
sensor plane 153 (at the same position on the optical axis),
the opening 159-193 at the time t1, the opening 162-194 at
the time t2, and the opening 165-195 at the time t3 are equal
to each other. As a result, the blurred image on the image
sensor plane 153 is a non-shielded area Area03 in the second
shutter operation. Luminous flux from the pupil region 180
of the complex lens 151 is being received. As described
above, in the second signal group acquired when the second
shutter operation is used at high speed, the received light
distribution is uniform in the Y direction.

[0095] In step S3, latitudinal parallax signals are calcu-
lated from the second signal group acquired in step S2. The
calculation of the latitudinal parallax signals will be
described with reference to FIG. 5 and FIG. 8A. FIG. 8A
schematically illustrates partial regions of the pupil of one
pixel out of the plurality of pixels in FIG. 2 when the
latitudinal parallax signals S_A and S_B, and an image
capturing signal S_ALL, which is a summation signal of
S_A and S_B, are acquired.

[0096] First, the first signal group is obtained from the PD
201a and the PD 2015 of FIG. 5 for each pixel. Then, the
latitudinal parallax signals S_A and S_B in FIG. 8A corre-
sponding to the pupil partial region 301 and the pupil partial
region 302 of the imaging optical system can be calculated
from the obtained first signal group. In the present embodi-
ment, a plurality of latitudinal parallax images of different
pupil partial regions are acquired by an image sensor in
which a plurality of pixels provided with a plurality of PDs
for receiving luminous flux passing through the different
pupil partial regions of an imaging optical system are
arranged.

[0097] When light passes through different pupil partial
regions, the viewpoint is different. Therefore, a plurality of
latitudinal parallax images of different viewpoints are
acquired by the image sensor 14 of the present embodiment.
Further, by summing up the latitudinal parallax signals S_A
and S_B of'the PD 2014 and the PD 2015 in FIG. 4 for each
pixel, an image capturing signal S_ALL having the resolu-
tion of the number of effective pixels in FIG. 8A can be
generated.

[0098] In step S4, the longitudinal parallax signals S_C
and S_D are calculated using the first signal group acquired
in step ST and the second signal group acquired in step S2.
The calculation of the longitudinal parallax signals will be
described with reference to FIG. 8B and FIG. 9A and FIG.
9B. FIG. 8B schematically illustrates a partial region of one
pupil out of the plurality of pixels in FIG. 2B when acquiring
the longitudinal parallax signals S_C and S_D and an image
capturing signal S_ALL which is a summation signal of S_C
and S_D calculated from the first signal group and the
second signal group acquired in steps S1 and S2.

[0099] In addition, FIGS. 9A and 9B illustrate the sum-
mation signal of the photoelectric converters 201a and 2015
when the first shutter operation and the second shutter
operation are used and two bars are subjects. The horizontal
axis in FIGS. 9A and 9B indicates the Y direction position
in FIGS. 6A and 6B and FIGS. 7A and 7B, and the vertical
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axis indicates the signal strength. FIG. 9A illustrates the
image capturing signal S_ALL calculated in step S3 and the
first signal group S_C' acquired in step S1. Also illustrated
in FIG. 99 are the longitudinal parallax signal S_C calcu-
lated from S_C' in a manner to be described later, and the
longitudinal parallax signal S_D calculated using S_ALL
and S_C.

[0100] Inthe complex lens 151 in FIGS. 6A and 6B, if the
partial region 182 of the pupil and the partial region 181 of
the pupil have the same region size and the region into which
the pupil partial region 181 and the pupil partial region 182
are combined forms the pupil region 180, S_D can be
obtained by the following equation.

S_D=S_ALL-S_C (6]

[0101] As illustrated in FIG. 9B, S_D is a symmetrical
mirror image of S_C, and the summation signal of S_C and
S_D (the total area of S_C and S_D) becomes the image
capturing signal S_ALL.

[0102] Next, a method of acquiring S_C will be described.
FIG. 9A illustrates the image capturing signal S_ALIL when
the second shutter operation at the central image height of
the image sensor 14 is used at high speed and the longitu-
dinal parallax signal S_C' when the first shutter operation is
used at high speed. S_ALL is obtained by photoelectrical
conversion of the luminous flux from the pupil region 180 of
the complex lens 151. As described above, the longitudinal
parallax signal is obtained by photoelectrically converting
the luminous flux from the partial region 181 of the pupil of
the complex lens 151 as illustrated in FIG. 6B, but the
amount of light is unbalanced from the driving time t1 to t3
of the first shutter operation. As described above, in the
complex lens 151, if the partial region 182 of the pupil and
the partial region 181 of the pupil have the same region size
and the region into which the pupil partial region 181 and the
pupil partial region 182 are combined forms the pupil region
180. Further, in the case of the central image height as in
FIGS. 9A and 9B, the longitudinal parallax signal S_C can
be obtained by the following equation.

Sc=sC x{( fo ' SJ;LL] / fo ys,C/} @

[0103] In addition, by setting the ISO sensitivity at the
time of using the first shutter operation to be a lower
sensitivity than the ISO sensitivity at the time of using the
second shutter operation, it is possible to obtain the same
effect as in the above-mentioned equation (2). Therefore, in
the present embodiment, the longitudinal parallax signal is
acquired by using the first shutter operation and the second
shutter operation.

[0104] The longitudinal parallax signals S_C and S_D can
be acquired as described above. The pupil region of the
image capturing signal S_ALL obtained by adding up the
longitudinal parallax signals S_C and S_D and the pupil
region of the image capturing signal S_ALL obtained by
adding the latitudinal parallax signals S_A and S_B calcu-
lated in step S3 are the same size.

[0105] As described above, the signals acquired in step S1
and the corresponding region of the pupil of the complex
lens 151 are determined by the angle of the shielding by the
light shielding portions (the mechanical rear curtain 156 and
the electronic front curtain 155) whose positions are shifted
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on the optical axis direction. As can be seen from the
positional relation in FIG. 6A, the angle of light beams that
are shielded by the light shielding portions (the mechanical
rear curtain 156 and the electronic front curtain 155) whose
positions are shifted in the optical axis direction is deter-
mined by the amount of deviation of the two light shielding
portions in the optical axis direction and the widths of the
apertures (in the Y-axis direction). Therefore, by changing
the width (in the Y-axis direction) of the opening of the two
light shielding portions, the state of shielding can be
changed, and a signal corresponding to a partial region of the
pupil in the complex lens 151 different from the case
described above can be obtained. In the present embodi-
ment, the width of the opening of the two light shielding
portions may be set so that the parallax amounts of the
longitudinal parallax signals S_C and S_D (the angular
difference between the corresponding luminous flux centers)
become the largest.

[0106] In step 55, the reliability of the longitudinal paral-
lax signals S_C and S_D is determined. For the longitudinal
parallax signals S_C and S_D, since two images acquired in
time series by two types of shutter operations (the first
shutter operation and the second shutter operation) are used,
the reliability is determined by comparing the two images.
In the present embodiment, as the reliability determination,
four determinations are performed: contrast information
determination, defocus information determination, edge
inclination degree determination, and exposure amount
determination. When at least one of the above-mentioned
four determinations is a determination to be not good (NG),
it is determined that the reliability of the parallax image is
low, and the flow is terminated without performing the four
parallax image generation.

[0107] First, contrast information is determined. The con-
trast information of the longitudinal parallax signal S_C or
S_D acquired by using the first shutter operation at high
speed and of the pupil region S_ALL acquired by adding
latitudinal parallax signals S_A and S_B obtained by using
the second shutter operation are compared. The direction in
which the contrast is acquired is a direction orthogonal to the
driving direction of the first shutter operation. When the
longitudinal parallax signals are acquired, two images are
acquired in time series by two types of shutter operations
(the first shutter operation and the second shutter operation),
but if the longitudinal parallax signal is in a direction
orthogonal to the driving direction of the first shutter opera-
tion, the contrast information of the two images does not
significantly differ unless there is an influence due to the
different times. If there is a difference between the contrast
information of the two images, for example, the position or
brightness of the subject will have changed due to a panning
operation, subject movement, or the like. As described
above, if the difference in the contrast information is small,
it is determined to be OK, and if the difference is large, it is
determined to be NG.

[0108] Next, a defocus information determination for
determining a difference in defocus amount between the first
defocus amount calculated from the latitudinal parallax
signals S_A and S_B and the second defocus amount
calculated from the longitudinal parallax signals S_C and
S_D is performed. A known method is used to calculate the
first defocus amount and the second defocus amount. Fur-
ther, S_Ca and S_Cb of FIGS. 10A and 10B, which will be
described later, may be used as the latitudinal parallax
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signals. When the longitudinal parallax signals are acquired,
two images are acquired in time series by the two types of
shutter operations (the first shutter operation and the second
shutter operation), but the difference between the two defo-
cus amounts is small as long as there is no influence due to
the time difference. If there is a difference in the defocus
amount, for example, the position or brightness of the
subject will have changed due to a panning operation,
subject movement, or the like. As described above, if the
difference in defocus amount is small, it is determined to be
OK, and if the difference is large, it is determined to be NG.

[0109] Next, the exposure amount of S_AB (S_A+S_B)
acquired in the second shutter operation and S_CD (S_C+
S_D) acquired in the first shutter operation are determined.
In the present embodiment, in order to acquire the longitu-
dinal parallax signals S_C and S_D, first, the parallax
signals of S_C' and S_ALL in FIG. 9A are acquired.
Although for S_C' and S_ALL, there is a difference between
the first shutter operation and the second shutter operation,
as described above, the opening width of the two light
shielding portions of the first shutter operation is decided
upon prioritizing the parallax amount. Therefore, the expo-
sure amounts of the two images are different. However,
since the difference in the exposure amount can be known in
advance, it is stored as a correction value for determining the
exposure amount. Further, in order to acquire the parallax
amount, an F value is set to be the same for capturing in the
first shutter operation and the second shutter operation.

[0110] Therefore, in this determination, the difference
between the exposure amounts of S_C' acquired in the first
shutter operation and acquired in the second shutter opera-
tion is determined. Although two images are acquired in
time series by two types of shutter operations (the first
shutter operation and the second shutter operation), if there
is no influence due to the difference in time, the difference
between a value obtained by multiplying the exposure
amount of S_C' by the correction value and the exposure
amount of S_ALL will be small. Note that if there is a
difference in the exposure amount, for example, the position
or brightness of the subject will have changed due to a
panning operation, a subject movement, or the like. As
described above, if the difference in the exposure amount is
small, it is determined to be OK, and if the difference is
large, it is determined to be NG. Since the correction value
to be multiplied with the exposure amount of differs depend-
ing on the F value, the height of the image for which to
perform the determination, and the distance in the optical
axis direction of the exit pupil of the imaging optical system,
the correction value may be stored in correspondence with
these parameters.

[0111] Finally, a difference in the inclination degree of an
edge portion present at substantially the same position of
S_A, S_B, or S_AB acquired in the second shutter operation
and S_C, S_D, or S_CD acquired in the first shutter opera-
tion is determined. In the present embodiment, it is assumed
that the second shutter operation is an electronic shutter, and
is a slit rolling shutter that sequentially performs a reset read.
Therefore, when a high-speed moving subject or the like is
captured, slit rolling distortion, in which the subject
becomes obliquely distorted, occurs due to a read out time
difference between different vertical positions of the sensor.
On the other hand, the first shutter operation is a shutter
operation in which a slit is formed and exposure is per-
formed by electric charge reset and exposure of the elec-
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tronic shutter included in the image sensor 14 and the rear
curtain which is the mechanical shutter 12. Since the
mechanical shutter is used as the rear curtain, the distortion
is small as compared with the above-described second
shutter operation. In the edge determination of the present
embodiment, whether or not slit rolling distortion occurs is
determined from the difference in the degree of edge incli-
nation. As described above, when the difference in the
degree of edge inclination is small, it is considered that is no
influence of the slit rolling distortion, and it is determined to
be OK, and when the difference in the degree of edge
inclination is large, it is considered that there is an influence
of the slit rolling distortion, and it is determined to be NG.

[0112] As described above, the reliability of the longitu-
dinal parallax signal is determined from the four determi-
nations of the contrast information determination, the defo-
cus information determination, the edge inclination degree
determination, and the exposure amount determination. If at
least one of the four determinations is NG. the reliability of
the longitudinal parallax signal is determined to be NG.
When all of the four determinations are OK, the reliability
of the longitudinal parallax signal is determined to be OK.
After the reliability of the longitudinal parallax signal is
determined, the process proceeds to step S6.

[0113] In step S6, it is determined whether or not to
generate four parallax images according to the result of the
reliability determined in step S5. If the decision result in the
step S5 is NG, it is determined that the reliability of the
longitudinal parallax signal is low, and the flow of the
present embodiment is terminated without generating the
four parallax images. Also, if the decision result in the step
S5 is OK, it is determined that the reliability of the longi-
tudinal parallax signal is high, and step S7 is transitioned to
in order to generate the four parallax images.

[0114] instep S7, when it is determined in step S5 that the
reliability is high, the four parallax images are generated. A
method of generating four parallax images from the latitu-
dinal parallax signals and S_B acquired in step S3 and the
longitudinal parallax signals S_C and S_D acquired in step
S4 will be described with reference to FIG. 10A, FIG. 10B,
and FIG. 11.

[0115] FIGS. 10A and 10B schematically illustrate partial
regions of a pupil of one of the plurality of pixels in FIG. 2B
when acquiring the four parallax signals. FIG. 10A illus-
trates signals S_Ca and S_Cb acquired when the longitudi-
nal parallax signals S_C and S_D acquired by using the first
shutter operation at high speed are divided for each of the
latitudinal parallax signals S_A and S_B. FIG. 10B illus-
trates four parallax signals S_1, S_2, S_3, and S_4) calcu-
lated using S_A and S_B acquired in FIG. 8 A and S_Ca and
S_Cb acquired in FIG. 10A. In the present embodiment, of
the four parallax signals (S_1, S_2, S_3, S_4), the parallax
signal of the partial region of the pupil in the positive X
direction and the positive Y direction as viewed from the
pupil center of FIG. 10B is The parallax signal of the partial
region of the pupil in the minus X direction and the plus Y
direction is S 2, the parallax signal of the partial region of
the pupil in the plus X direction and the minus Y direction
is S_3, and the parallax signal of the partial region of the
pupil in the minus X direction and the minus Y direction is
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S_4. The four parallax signals (S_1,S_2, S_3, and S_4) can
be calculated by the

S_1=S_Ca (3-1)
S_2=s_C (3-2)
S_3=5_4-S_Ca G-3)
S_4=S_B-B_Cb G-4
[0116] As described above, the four parallax signals can

be generated using the latitudinal parallax signals and the
longitudinal parallax signals acquired from the photoelectric
converters arranged plurally in the image sensor 14 by using
the first shutter operation and the second shutter operation.
[0117] FIG. 11 illustrates an example of four parallax
images in the present embodiment. FIG. 11 illustrates four
parallax images (P_1, P_2, P_3, P_4) generated from the
four parallax signals (S_1, S_2, S_3, S_4) described above.
The two-dot dashed line in FIG. 11 represents the xy-axis of
each parallax image. The solid lines in FIG. 11 indicate an
outline of a part of the subject images (400, 410) in the
parallax image P_1, and the solid double-sided arrows
indicate the distance from the xy-axes in the parallax image
P_1 to the solid lines. The broken lines in FIG. 11 indicate
an outline of a part of the subject images (400 and 410) in
the parallax images P_2 and P_4, and indicate the shift from
the parallax image P_1 serving as a reference.

[0118] In the example of FIG. 11, there is an image shift
for the subject images 400 and 410, and the positions are
shifted in the horizontal direction and the vertical direction
by the amounts indicated by the arrows 401 and 402,
respectively, taking the parallax image P_1 as a reference.
Considering the parallax image P_1 as a reference, the
subject image 410 in the parallax image P_2 is image shifted
in the positive x-axis direction by the amount indicated by
the arrow 401. In the parallax images P_1 and P_2, it can be
seen that the surface area of the side surface 411 of the
subject 410 increases, the overlapping portion with the
subject 400 ceases to be present, d the left-right parallax is
changed. Meanwhile, the subject image 400 in the parallax
image is image shifted in the negative y-axis direction by the
amount indicated by the arrow 402. In the parallax images
P_1 to P_3, it can be seen that the area of the upper surface
412 of the subject 400 is reduced and the vertical parallax is
changed. Also, considering the parallax image P_1 as a
reference, it can be seen that the subject images 400 and 410
in the parallax image P_4 are image shifted by the amounts
indicated by the arrows 401 and 402. When the generated
four parallax images are successively changed from the
parallax image P_1 to the parallax image P_2, the parallax
image P_4, the parallax image P_3, and the parallax image
P I with the parallax image P_1 as a reference, it is
understood that the viewpoint is changed rotationally. The
image shift amounts are sequentially changed in the x-axis
plus direction, the y-axis minus direction, the x-axis minus
direction, and the y-axis plus direction. After the four
parallax images are generated as described above, the flow
of the present embodiment is terminated.

[0119] Even in the image sensor 14 which has a pixel
group divided in only one direction as described above, it is
possible to acquire the latitudinal parallax signals and the
longitudinal parallax signals substantially simultaneously by
using the first shutter operation and the second shutter
operation. In addition, four parallax images can be generated
from the latitudinal parallax signals and the longitudinal
parallax signals.
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Second Embodiment

[0120] The second embodiment is different from the first
embodiment in that the number of divisions of the longitu-
dinal parallax signal is greater than 2. In the first embodi-
ment, the number of divisions of the longitudinal parallax
signal has been described as 2, but in the present embodi-
ment, a method of acquiring a longitudinal parallax signal
having 3 divisions will be described with reference to FIG.
12A, FIG. 12B, and FIG. 13.

[0121] FIGS. 12A and 12B are diagrams schematically
illustrating a state which a blurred image is shielded in the
first shutter operation when a focus position is located at a
point 157 behind the image sensor plane at certain times (t1,
12, or t3), similarly to FIGS. 6A and 6B. FIGS. 12A and 12B
illustrate states in which the opening formed by the elec-
tronic front curtain 155 and the mechanical rear curtain 156
is narrower as compared with FIGS. 6 A and 6B. Thus, the
pupil of the complex lens 151 can be divided into three
partial regions 183, 184, and 185.

[0122] First, an explanation will be given with reference to
the view for time t1 in FIG. 12A. At time t1, an upper end
of the electronic front curtain 155 is positioned at an upper
end 501 of the blurred image formed on the image sensor
plane 153, and the lower end of the mechanical rear curtain
156 is positioned at a upper end 158 of the blurred image
formed on the mechanical shutter plane 154. At this time, the
luminous flux from the complex lens 151 is blocked by the
electronic front curtain 155 and the mechanical rear curtain
156. Most of the blurred image 170a on the image sensor
plane 153 at this time is blocked by the electronic front
curtain 155 and the mechanical rear curtain 156 as illustrated
on the right side for time t1 in FIG. 12A. In FIGS. 12A and
12B, the luminous flux from the complex lens 151 is blocked
by the electronic front curtain 155 and the mechanical rear
curtain 156 even at time t2.

[0123] Next, an explanation will be given with reference
to the view for time t3 in FIG. 12A. At the time t3, the
blurred image formed on the image sensor plane 153 is
shielded by the lower end 163 of the mechanical rear curtain
156 and the upper end 503 of the electronic front curtain
155. At this time, an opening of the first shutter operation on
the image sensor plane 153 is formed by 504, at which the
lower end of the mechanical rear curtain 156 is projected
onto the image sensor plane 153, and the upper end 503 of
the electronic front curtain. The blurred image 170¢ on the
image sensor plane 153 at this time forms an opening 176¢
as illustrated on the right side for time t3 in FIG. 12A, and
other portions are partially obstructed by the electronic front
curtain 155 and the mechanical rear curtain 156 (175c¢).
[0124] As described above, when capturing using the first
shutter operation is performed, the blurred image is shielded.
Next, the manner in which the pupil of the complex lens 151
is shielded will be described with reference to FIG. 12B.
[0125] FIG. 12B illustrates a temporal change of an open-
ing formed by the electronic front curtain 155 and the
mechanical rear curtain 156 on the image sensor plane 153
in FIG. 12A, and schematically illustrates a pupil of the
complex lens 151 when the first shutter operation is used.
Reference numerals 158 to 504 in FIG. 12B are the same as
reference numerals 158 to 504 in FIG. 12A, The opening at
each time is illustrated on the vertical axis. At time t1 and
time t2, all luminous flux is blocked by the electronic front
curtain 155 and the mechanical rear curtain 156. At time t3,
since the lower end 163 of the mechanical rear curtain 156
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is projected onto 504 of the image sensor plane 153, the
opening in the image sensor plane 153 becomes 503-504.
[0126] As a result, the amount of light is unbalanced even
more than in FIG. 6B, and the blurred image on the image
sensor plane 153 is divided into a region Area04 that is
shielded in the first shutter operation and a region Area05
that is not shielded. Luminous flux from the partial region
183 of the pupil of the complex lens 151 is being received.
[0127] As described above, by narrowing the opening
formed by the electronic front curtain 155 and the mechani-
cal rear curtain 156 more than in FIGS. 6A and 6B, it is
possible to acquire a longitudinal parallax signal corre-
sponding to the partial region 183 of the pupil of the
complex lens 151. Let S_E be a longitudinal parallax signal
that can be acquired at this time. While not illustrated, by
widening the opening formed by the electronic front curtain
155 and the mechanical rear curtain 156 more than in FIGS.
6A and 6B, it is possible to acquire a longitudinal parallax
signal corresponding to the partial regions 183+184 of the
pupil of the complex lens 151. Assuming that a longitudinal
parallax signal that can be acquired at this time is S_EF, a
longitudinal parallax signal S_F corresponding to the partial
region 184 of the pupil of the complex lens 151 is calculated
by the following equation.

S_F=S EF-S_E (©)]

[0128] In the present embodiment, a total of six parallax
signals obtained by division into three in the row direction
and into two in the column direction can be acquired by the
longitudinal parallax signals S_E and S_F obtained by the
above methods and the latitudinal parallax signals S_A and
S_B obtained by the PD 201a and PD 2015. A method of
acquiring six parallax signals will be described with refer-
ence to FIGS. 13A to 13C. In the present embodiment, the
method of dividing the longitudinal parallax signal into three
parts is described, but the opening formed by the electronic
front curtain 155 and the mechanical rear curtain 156 may be
further narrowed to divide into more than three parts.
[0129] FIGS. 13A to 13C, similarly to FIG. 8A and FIG.
8B and FIG. 10A and FIG. 10B, schematically illustrate
partial regions of a pupil of one of the plurality of pixels in
FIG. 2B when acquiring the six parallax signals. FIG. 13A
illustrates the latitudinal parallax signal S_A and S_B
acquired from the PD 201a and the PD 20154 using the
second shutter operation at high speed in the same manner
as FIG. 10A. FIG. 13B illustrates the longitudinal parallax
signals and S_F acquired by using the first shutter operation
described above at high speed. Further, in FIG. 13B, S_Fa,
S_Eb, S_Fa, and S_Fb acquired from PD 201a and PD 2016
can be acquired separately. FIG. 13C illustrates six parallax
signals (S_11, S_12, S_21, S_22, S_31, S_32) calculated
using S_A, S_B, S_Ea, S_Eb, S_Fa, and S_Fb acquired in
FIG. 13A and FIG. 13B. The six parallax signals can be
calculated by the following equation.

S_11=S_Ea (5-1)
S_12=S_Eb (5-2)
S_21=S_Fa (5-3)
S_22=S_Fb (5-4)
S_31=S_A~(S_Ea+S_Fa) (5-5)

S_32=S_B-(S_Eb+S_Fb) (5-6)
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[0130] As described above, the six parallax signals can be
generated using the latitudinal parallax signals and the
longitudinal parallax signals acquired from the photoelectric
converters arranged plurally in the image sensor 14 by using
the first shutter operation and the second shutter operation.
Further, in the present embodiment, description has been
made on the assumption that the plurality of photoelectric
conversion regions are arranged in the latitudinal direction
on the paper surface, the shutter driving direction is longi-
tudinal direction on the paper surface, and the direction is
different from the direction in which the plurality of photo-
electric conversion regions are arranged. However, the
direction in which the plurality of photoelectric conversion
regions are arranged and the shutter driving direction may be
the same. In this case, it is possible to acquire a parallax
signal divided into a plurality of parts only in the direction
in which the plurality of photoelectric converters are
arranged, that is, in the shutter driving direction. With such
a configuration, the division of the pupil region by the
plurality of photoelectric converters and the division of the
pupil region by the slit width using the first shutter operation
and the second shutter operation can be performed in the
same direction (shutter drive direction). As a result, it is
possible to receive the luminous flux from a pupil partial
region which is divided even more than the number of the
plurality of photoelectric converters, and thus it is possible
to acquire even more parallax signals than the number of the
plurality of photoelectric converters.

[0131] Even in the image sensor 14 which has a pixel
group divided in only one direction as described above, it is
possible to generate six parallax images from the latitudinal
parallax signals and the longitudinal parallax signals by
using the first shutter operation and the second shutter
operation.

Other Embodiments

[0132] Embodiment(s) of the present invention can also be
realized by a computer of a system or apparatus that reads
out and executes computer executable instructions (e.g., one
or more programs) recorded on a storage medium (which
may also be referred to more fully as a ‘non-transitory
computer-readable storage medium’) to perform the func-
tions of one or more of the above-described embodiment(s)
and/or that includes one or more circuits (e.g., application
specific integrated circuit (ASIC)) for performing the func-
tions of one or more of the above-described embodiment(s),
and by a method performed by the computer of the system
or apparatus by, for example, reading out and. executing the
computer executable instructions from the storage medium
to perform the functions of one or more of the above-
described embodiment(s) and/or controlling the one or more
circuits to perform the functions of one or more of the
above-described embodiment(s). The computer may com-
prise one or more processors (e.g., central processing unit
(CPU), micro processing unit (MPU)) and may include a
network of separate computers or separate processors to read
out and execute the computer executable instructions. The
computer executable instructions may be provided to the
computer, for example, from a network or the storage
medium. The storage medium may include, for example, one
or more of a hard disk, a random-access memory (RAM), a
read only memory (ROM), a storage of distributed comput-
ing systems, an optical disk (such as a compact disc (CD),
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digital versatile disc (DVD), or Blu-ray Disc (BD)™), a
flash memory device, a memory card, and the like.

[0133] While the present invention has been described
with reference to exemplary embodiments, it is to be under-
stood that the invention is not limited to the disclosed
exemplary embodiments. The scope of the following claims
is to be accorded the broadest interpretation so as to encom-
pass all such modifications and equivalent structures and
functions.

[0134] This application claims the benefit of Japanese
Patent Application No. 2018-215785, filed Nov. 16, 2018,
which is hereby incorporated by reference herein in its
entirety.

What is claimed is:

1. An image capturing apparatus, comprising:

an image sensor in which a plurality of pixels provided
with a plurality of photoelectric converters for receiv-
ing luminous flux passing through different pupil
regions of an imaging optical system are arranged;

a mechanical shutter configured to shield the image sensor
from light; and

a generation circuit configured to generate a parallax
image from signals acquired from the plurality of
photoelectric converters,

wherein

the image sensor and the mechanical shutter realize:

a first shutter operation by a first front curtain for starting
exposure of a pixel, and a first rear curtain for ending
the exposure of the pixel whose exposure was started
by the first front curtain, the first rear curtain being
arranged at a distance of a first shift amount from the
first front curtain in a direction along an optical axis of
the imaging optical system and

a second shutter operation by a second front curtain for
starting exposure of the pixel, and a second rear curtain
for ending the exposure of the pixel whose exposure
was started by the second front curtain, the second rear
curtain being arranged at a distance of a second shift
amount, which is smaller than the first shift amount,
from e second front curtain in a direction along an
optical axis of the imaging optical system, and

the generation circuit generates more parallax images than
the number of the plurality of photoelectric converters
by using a first signal group acquired from the plurality
of photoelectric converters by the first shutter operation
and a second signal group acquired from the plurality
of photoelectric converters by the second shutter opera-
tion.

2. The image capturing apparatus according to claim 1,
wherein the generation circuit generates a parallax image
having a parallax in a driving direction of the first and
second shutter operations using the first signal group and the
second signal group.

3. The image capturing apparatus according to claim 1,
wherein the first front curtain is realized by an operation of
sequentially resetting the plurality of photoelectric convert-
ers, and the first rear curtain is realized by a rear curtain of
the mechanical shutter.

4. The image capturing apparatus according to claim 1,
wherein the first front curtain is realized by a front curtain
of the mechanical shutter, and the first rear curtain is realized
by an operation of reading a signal from a photoelectric
converter.
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5. The image capturing apparatus according to claim 1,
wherein the second front curtain is realized by an operation
of sequentially resetting the plurality of photoelectric con-
verters, and the second rear curtain is realized by an opera-
tion of reading a signal from a photoelectric converter.

6. The image capturing apparatus according to claim 5,
wherein the second shift amount is zero.

7. The image capturing apparatus according to claim 1,
wherein the second front curtain is realized by a front curtain
of the mechanical shutter, and the second rear curtain is
realized by a rear curtain of the mechanical shutter.

8. The image capturing apparatus according to claim 1,
wherein a direction in which the plurality of photoelectric
converters in the pixel are arranged and a driving direction
of the first and second shutter operations are different
directions.

9. The image capturing apparatus according to claim 1,
wherein a direction in which the plurality of photoelectric
converters in the pixel are arranged and a driving direction
of the first and second shutter operations are the same
direction.

10. The image capturing apparatus according to claim 1,
further comprising: a reliability determination circuit con-
figured to determine a reliability of the first signal group and
the second signal group; wherein the parallax image is
generated by the generation circuit in a case where it is
determined by the reliability determination circuit that the
reliability is high; and wherein the parallax image is not
generated by the generation circuit in a case where it is
determined by the reliability determination circuit that the
reliability is low.

11. The image capturing apparatus according to claim 10,
wherein the reliability determination circuit determines the
reliability based on a difference in contrast between the first
signal group and the second signal group in a direction
orthogonal to the driving direction of the first shutter opera-
tion.

12. The image capturing apparatus according to claim 10,
wherein the reliability determination circuit determines the
reliability based on a difference between a first defocus
amount calculated from a parallax image having a parallax
in the driving direction of the first shutter operation and a
second defocus amount calculated from a parallax image
having a parallax in a direction orthogonal to the driving
direction of the first shutter operation.

13. The image capturing apparatus according to claim 10,
wherein the reliability determination circuit determines the
reliability based on a difference between the exposure
amounts of the first signal group and the second signal
group.

14. The image capturing apparatus according to claim 10,
wherein the reliability determination circuit determines the
reliability based on an inclination degree of an edge portion
of the first signal group and the second signal group.

15. A method of controlling an image capturing apparatus
having an image sensor in which a plurality of pixels
provided with a plurality of photoelectric converters for
receiving luminous flux passing through different pupil
regions of an image forming optical system are arrayed, and
a mechanical shutter for shielding the image sensor from
light, the method comprising:
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by the image sensor and the mechanical shutter, perform-
ing a first shutter operation by a first front curtain for
starting exposure of a pixel, and a first rear curtain for
ending the exposure of the pixel whose exposure was
started by the first front curtain, the first rear curtain
being arranged at a distance of a first shift amount from
the first front curtain in a direction along an optical axis
of the imaging optical system, and a second shutter
operation by a second front curtain for starting expo-
sure of the pixel, and a second rear curtain for ending
the exposure of the pixel whose exposure was started
by the second front curtain, the second rear curtain
being arranged at a distance of a second shift amount,
which is smaller than the first shift amount, from the
second front curtain in a direction along an optical axis
of the imaging optical system; and

generating a parallax image from signals acquired from

the plurality of photoelectric converters,
wherein

the generating generates more parallax images than the

number of the plurality of photoelectric converters by
using a first signal group acquired from the plurality of
photoelectric converters by the first shutter operation
and a second signal group acquired from the plurality
of photoelectric converters by the second shutter opera-
tion.

16. A non-transitory computer-readable storage medium
storing a program for causing a computer to execute a
method of controlling an image capturing apparatus having
an image sensor in which a plurality of pixels provided with
a plurality of photoelectric converters for receiving lumi-
nous flux passing through different pupil regions of an image
forming optical system are arrayed, and a mechanical shutter
for shielding the image sensor from light, the method
comprising:

by the image sensor and the mechanical shutter, perform-

ing a first shutter operation by a first front curtain for
starting exposure of a pixel, and a first rear curtain for
ending the exposure of the pixel whose exposure was
started by the first front curtain, the first rear curtain
being arranged at a distance of a first shift amount from
the first front curtain in a direction along an optical axis
of the imaging optical system, and a second shutter
operation by a second front curtain for starting expo-
sure of the pixel, and a second rear curtain for ending
the exposure of the pixel whose exposure was started
by the second front curtain, the second rear curtain
being arranged at a distance of a second shift amount,
which is smaller than the first shift amount, from the
second front curtain in a direction along an optical axis
of the imaging optical system; and

generating a parallax image from signals acquired from

the plurality of photoelectric converters,

wherein the generating circuit generates more parallax

images than the number of the plurality of photoelectric
converters by using a first signal group acquired from
the plurality of photoelectric converters by the first
shutter operation and a second signal group acquired
from the plurality of photoelectric converters by the
second shutter operation.
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